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ABSTRACT 

A grammar G is context limited If there exists a partial ordering on the 

alphabet of G under which, far every production » -♦ 8 of G, every letter of a 

Is smaller than some letter of 6. It Is proved that the languages generated 

by context limited grammar«? are .lust the context free languages. Unamblgulty 

of general grammars Is defined and discussed carefully, preparatory to proving 

that the languageö generated by unambiguous context limited grammars are Just 

the unambiguous context free languages. 
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THE EQUIVALENCE OF OONTEXT LIMITED GRAWARIJ 
TO OONTEXT FREE GRAMMARSV1) 

A phrase structure grammar [3, p.8] is here called context limited if 

there exists a partial ordering on the alphabet of the grammar, under whicn, 

for every production n - B of  th« grammar, every letter of » is strictly 

smaller than sane letter of S. 

We will provre 

(1) that the context limited grammars generate all and only context 

free languages; and 

(2) that the unambiguous context limited grammars generate all and 

only unambiguous context free languages. 

The bulk of the effort goes to (2) because, although the intuitive notion 

of unambiguity is clear enough, it has not previously been defined formally 

(2) 
for phrase structure grammars in general.    The notion of the ambiguity of 

a grammar is Just that there be two essentially different ways of generating 

the same word. Section 2 is devoted to formalizing this term "essentially 

' 'Research sponsored in part by the Air Force Cambridge Research Laboratories, 
Office of Aerospace Research, USAF, under Contract FI962Ö67OOOO6, and by the 
Air Force Office of Scientific Research, Office of Aerospace Research, USAF, 
under APOSR Grant No. AF-AF0SR-1203-67. 

(2) x 'This is because there has been no need for such a definition. With respect 
to the most general class of phrase structure grammars, there are no inherently 
ambiguous grammars, and it is not yet known whether the corresponding assertion 
for context sensitive grammars holds or not. 
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different," to establishing a few basic facts about the formulation,   including 

the fact that it reduces to the usual one in the context free case, and to 

proving seme technical lemmas for use in Section 3. 

In Section 3 the context limited grammars eure defined forraally and their 

two main properties,  indicated above, are proved (Theorems 1 and 2). 

Section 1 explains the notation. 

Most of the material presented here appeared first in the author's 

doctoral dissertation LlO]. 

• 
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1.    Notation 

The notation Is drawn mainly from [3], with the exceptions now to be 

noted. 

Grammar will mean phrase structure grammar [3, p.Ö]. 

Let G = (V, E,P, a) be  a grammar. We will refer to the letters In E as 

external letters (to avoid conflict with another natural use of the term 

"terminal") and to those In V-I as Internal letters. 

o* Irr B will be used Instead of tf | B. 

A complete 0-derivation Is a G-derlvatlon beginning with a and ending with a 

_* 
word in E . 

a is the initial or start letter of G. 
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2. G-graphs and Ambiguity 

The first objective is to develop the notation for talking about ambiguity, 

to establish a few simple facts about it, and to set forth the definition of 

ambiguity. 

The definition of ambiguity to be given is equivalent to the one implicit 

in Griffiths' paper [9]. However, using Orlfflths' definition would present 

as much of a problem in establishing fundamental properties as does the present 

one. Moreover, we feel that the present construction embodies in a more direct 

manner the intuitive notion of ambiguity; for, whereas Griffiths chooses a 

canonical derivation from a set of equivalent derivations, we are going to 

deal with a structure possessed in common by all the derivations in an 

equivalence class. 

The basic entities are the production graph and the labeled production 

graph. The  notion of a production graph is represented accurately by strings 

of beads hung together as in Figure 1.  The numbers beside tae beads are 

only for reference and do not represent part at  the graph. The string 

(1,2,3,4,5,6) is the initial string of the graph. The string (1,7,0,10,15,l6,lU) 

is the terminal string, for these are the exposed beads in their proper 

left-to-right order, all other beads having been "covered" by hanging a new 

string across them. If we wanted to specify this graph without drawing a 

figure, we could use a notation such as the following: 
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Figure 1. Schematic Representation of a Production Graph 
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Initial string:    1,2,3,4,5,6 

Cover 2,3 by 7,8,9 

5,6 by 12,13 

9,k by 10,11 

12,13 by Ik 

11 by 15,16 

Thus a production graph Is specified by specifying an initial string and a set 

of ordered pairs of strings.    Note that not every set of ordered pairs of strings 

makes sense:     every first string must at some stage of the construction be a 

segment of the terminal string at that stage,  and at the same stage the 

accompanying second string must consist of newly Introduced beads.    These 

conditions would be taken care  of automatliially In the process of actually 

hanging the beads, but must be made explicit In the formal definition. 

The beads will be called "nodes";  tne ordered pairs of strings will be 

called  "productions." 

By associating a letter of some alphabet with each node of a production 

graph we construct a labeled production graph.    If G Is a grammar and T Is a 

labeled production graph.  If each production of T forms a production of G 

when the labels replace the node naj&'.s, and If every label Is In the alphabet 

of G,  then T Is a "G-graph."    Every G-graph represents at least one (possibly 

more) G-derlvatlon.    If G-graphs representing complete derivations are 

unique  (up to congruence) for each derived word, then G will be called 

unambiguous. 

The remainder of this section Is devoted to giving precise formulations 

for the above notions and making sure that these formulations have the 
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properties vie want. We will first confine our attention to production graphs, 

then consider labeled graphs and G-graphs. 

2.1. Production graphs. 

By a string we will mean a (possibly null) finite nonrepeating sequence 

of elements of some set. If T and a are strings, then ra  will denote the 

concatenation of the two. Of course TO need not be a string Just because T 

and a are, but we adopt the convention that when we write ra we mean it to 

be a string. 

o is a substring of T if T ■ Ti'^p* 

A (graphical) production is an ordered pair (o,T) where 0 and T are 

strings with no element in ocmmon and neither a nor r is null. 

If 4 is a set of productions, ther^ by the nodes of i, we mean the 

elements in the strings in the productions in ♦. 

The term "production graph" will denote a structure associated w^ ,h each 

of two derivations when the two derivations are "essentially the same." A 

production graph will consist simply of a set of productions together with an 

"initial string;" which together have certain properties. These properties 

are most easily expressed by an inductive definition. 

In the definition of production graph, given next, ■'.t will be convenient 

to include the definition of the terminal string of the production graph, so 

that we will actually be defining an ordered triple, "a production graph (*,u) 

with terminal string T." It will be shown shortly that I and u entail a 

unique t so that production graphs :an be given as ordered pairs. 

Let 0 denote the empty set. 
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DEFINITION. 

PG1.    If u Is a string, then (0,n) is a production graph with 

terminal string n. 

P02.    If (i'ju) 1B a production graph with terminal string 

TlT2T'y anti if p i8 a string containing no node of   I arm 

no node of u,then (* U fT2>p)},u) is a production grapi 

with terminal string T    P T^• 

PG3-    (*,u) is a production graph with terminal string T only 

if required by P01 and PG2. 

If {i,\i) is a production graph, then we call u the initial string of 

(♦,u). 

If 0,u) and p are as in PG2, and if T denotes (t,u), then T ♦ (iv,o) 

denotes the production graph (* U {(T ,p)},u). 

Vte are going to rely heavily on certain properties of production graphs. 

All of these properties are Just what we would expect them to be, but Just 

elusive enough to require proof. 

Our first task is to show that every production graph has a unique 

terminal string.    Wt anticipate this proof in the following definition: 

A terminal nrüc of a production graph is a node belonging to the terminal 

string of the production graph. 

For the time being, read "a terminal string" for "the terminal string" in 

the previous definition. 
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PROPOSITION 2.1.1. Let T be a production graph. A node p of T is a terminal 

node of T if and only if p does not occur in the first string of any production 

of T. Every terminal node of T occurs in every terminal string of T. 

Proof. The assertion is obvious for  grcphs with no productions. Suppose the 

assertion holds for graphs with a productions, aid let T be a graph with n + 1 

productions. Let p occir in a otrminal string of T. Then there exists a 

graph T with n productions and terminal string p ap , and a production (a,T) 

such that T ■ T + (a,T);and such that p is in PiTPp>  If P is in T then p 

is not in a and p is not a node of T (for all the nodes of T must be foreign 

to T in order to apply PG2). Hence p does not occur in the first string of 

any production of T. If p is in p, or p^, then p is a terminal node of T , 

hence by inductive hypothesis occurs in the first string of no production of 

T , and p is not in a because p ap  is a string. Thus p occurs in the first 

string of no production of T. 

Conversely, suppose p occurs in the first string of no production of T. 

A graph with no productions can only cane via PG1, where it is clear that 

every node is in the one terminal string. Suppose it is true in graphs with n 

productions that every node such as p belongs to every terminal string. Let T 

be e graph with n + 1 productions. Any terminal string of T is given by a 

graph T with terminal string P, op9 and a production (a,T), with 

T • T + (a,T), where T has n productions. If p is in T then p occurs in the 

terminal string. If p is not in T then p is a node of 1 . Every production 

of T is a production of T, so p occurs in the first string of no production 

of T . Hence p occurs in every terminal string of T , in particular In 
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P,cjpp.   P is not In a far then p would occur In the first string of (a,T). 

Hence p is in p, or p2, hence iu PiTp.. 

PROPOSITION 2.1.2. No node of a production graph T occurs in the second string 

of more than one production of T. 

Proof. The assertion holds if there are no productions. Asaume the assertion 

holds for all graphs with n productions. Let T - T ■♦• (a,T) where T has n 

productions. The nodes of T are foreign to T so no node of T can occur in 

the second string of two distinct productions of T. But for any other node 

to do so would require it to do so in T , contrary to the induction hypothesis. 

PROPOSITION 2.I.3. Let T be a production graph and (a,T) a production of T 

such that all the nodes of T are terminal nodes of T. Then T is a substring 

of every terminal string of T, and for every terminal string Pj^p^ of T 

there exists a unique production graph T with terminal string P-i^Pp such 

that T - T' + (a,T). 

Notation. The unique T' such that T ■ T •*■ ia,r)  will be denoted T - (a,T). 

Proof. The assertion is vacuously true for graphs with no productions. Assume 

it holds for graphs with n productions. Let T have n ♦ 1 productions and 

satisfy the hypothesis with respect to o, T. Let X be a terminal string of T. 

There exists a graph T with terminal string X-a X. such that T • T ♦ {o.r) 
o 1 o 2 000 

and such that    X. T X   ■ X.       If (a ,T ) • (a,T), then indeed T is a substring 

of X.    If (a ,T )  / (O,T^ then,by 2.1.2, T   is disjoint from r, and (a,T) is a 
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production of T  .    By 2.1.1,   since every production of T    is a production of T, 

every node of T is a terminal node of T .    By inductive hypothesis then,  T is a 

substring of   X 0 X^.       T is disjoint from o . by 2.1.1.    Hence T is a substring 
1 o 2 •» 

either of X,   or of X .    In either case T is a substring of X. 

To construct T    now,  let us assume  T is a substring of K  and  observe as 

we go that the proof is easily adaptable to X .    So let X.  - X.TXJ'.    By 

inductive hypothesis there exists a graph T   with terrainal string X^aXj'a X^ 

such that T    ■ T' +  (a,T).    We let T* = T* +  (a ,T ) according to PG2,  and note 
00 000 ' 

that T' has terminal string X/aXTr X  .    T , T , and ?' were all derived according 

to PG2,  so they all have the same Initial string as T.    T' lacks only one 

production of T,  namely (a,T).    T   "♦> (o,T) 1» a production grapn according to 

PG2, and has tue same productions and initial string as T.    That is, 

T   ♦ (a,T) ■ T.    The terminal string obtained frcra this construction is 

X/TXTT X    ■ X^T X    . x.    So the terminal string  \ ^XTT X    is the one required. 

The uniqueness of T' is clear,  for a production graph is completely 

specified by its productions and initial string. 

FROPOSITION 2.1.4.    A production graph has Ju*t   ^W terminal string. 

Proof.    The assertion holds for graphs with no productions.    Assume it holds 

for graphs with n productions and let T be a graph with n + 1 productions. 

Let X   be a terminal string of T.    Then there is a graph T    with terminal 

string P,o P2,  and a production (a ,T ) of T,  such that T-T   •*■ {a ,r ) and 

X   ■ P-T P2.    Similarly,  if we let X_   be any other terminal string of T we 

have T ■ T,  ♦ («fcjOi where t  has terminal string P/^P' and X,  ■ P-JVP^ 
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By 2.1.3*   T.  is a substring of  P1
T

0P2•    ^ (•©»O  " (ai*Ti) ^en T    " Ti*  for 

T    and T,   have the same initial string as T and would then have the same 

productions.    By inductive hypothesis we could then say p.a Pp ■ P/CT. P«, 

whence,  since a   - a,,   p,   • OL  and  p_ • p^..    Thus,   since T    ■ T, . olll 22 ol' 

PlV2 " hTlQ2'  vr^'h- 
If (a ,T )  ^ (o, ,T. ), then T   and T,  are disjoint according to 2.1.2.    So o   o 1   1 ' ol 

T    is a substring of either p.   or P-.    There is no loss of generality in 

choosing P-,  so that  p^.   ■ U^T U •    Then X    ■ n T y, T  p .    By 2.1.3 there 

exists a production graph T    with terminal string Mh^, Up1- Pp such that 

T ■ T' + (ojjT-).    But T    must therefore have the same productions and initial 

string as T,,  that is,  T' - T,.    By inductive hypothesis V^^p70^2 " ^"l0^* 

Therefore ^ ■ Pi  and ^o"* P2 "  P2*    Now 

\ ■ ^Tip2 ■ ^i^^^^ ■ prop2 ■ xo- 

We have thus taken two arbitrary terminal strings of T and found that they are 

the  same. 

The duality principle established next (2.1.6) will be used quite 

frequently. 

PROPOSITION 2.1.5. If T ■ (*,ii-i42u-) Is a production graph and o is a string 

with no nodes in comnon with T, then (4 U f(o,n2) l^ouJ is a production graph 

with t ie same terminal string as T. 

Notation.    (♦ U [{a,\j,2)),ii^a\k ) will be denoted by (a,n2) ♦ T. 
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Proof.    If   > is empty, we get the assertion by applying PG2 to (^u-ou,)«    For 

the Induction step on T + (T, p), ve form (a,u2) ♦ T by Inductive hypothesis, 

note that It has the same terminal string as T and has the Initial string of 

the graph we want to construct,  and then form ((a,u5) ♦ T) ♦ (T, e) by PG2. 

PROPOSITION 2.1.6.    (Duality.)    Let (*,u) be a production graph with terminal 

string T.    Let I    ■ {(o«, P1)  :   (p. ,p2) in i].    Then (^'»T) IS a production 

graph with terminal string u. 

Notation.    ( > ', T) will be called the dual of (*,u). 

Proof.    If i is empty, then u ■ T and the assertion holds.    For the induction 

step on T •♦■ (P,, Pp), form the dual of T by inductive hypothesis,  note that its 

initial etring is the same as the terminal string of T,  00 that (P2, p.) can be 

adjoined according to 2.1.5• 

The duality principle 2.1.6 gives us dual propositions to 2.1.1, 2.1.2, 

2.1.3*    For example, the dual of 2.1.1 asserts that a node is an initial node 

if and only if it does not occur in the second string of any production.    The 

dual of 2,1,k asserts that any two production graphs with the same productions 

and the same terminal string must have the same initial string,  i.e., must be 

equal. 

The next objective is to formulate some rules for making changes internally 

in a graph so that the resulting entity still is a production graph.    These 

changes will be expressed in terms of the removal and replacement of "subgraphs." 

• 
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By em Initial subgraph of a production graph T ■ (',u)> we mean a production 

graph (i ,n) such that i    c *, An intermediate string of T is a terminal string 

of an  Initial subgraph of T. A string of T Is a substring of an Intermediate 

string. By the terms Initial or terminal substring of T;we mean respectively 

a substring of the Initial or terminal string of T. 

Notice that If T, Is an Initial subgraph of Tp and T2 Is an Initial sub- 

graph of T^, then T. is an initial subgraph of T-. Consequently, if T, is an 

initial subgraph of T2,t.hen any intermediate string of f.  is an Intermediate 

string of T2. 

We call a string, production, or graph disjoint from another string, 

production, or graph if tiie two entities have no nodes in common. 

PROPOSITION 2.1.7. L*t T, b-- an initial subgraph of a production graph T, 

let a be a terminal substring of T., and let (a,T) be a production of T. 

Then T is disjoint from T, and T, + (o, T) is an initial subgraph of T. 

Proof. We have only to prove that no node of T is a node of T,, for then, by 

PG2, T. ♦ (o, T) IS a prediction graph with the same initial string as T., hence 

as T, and all of the productions of T, + (o,T) belong to T. 

(a, T) is not a production of T,, by 2.1.1. If (ojjT ) is any production 

of T., then,by 2.1.2 applied to T, T- and T are disjoint. Hence by the dual 

of 2.1,1, T can contain, at most, initial nodes of T,. But the initial nodes 

of T, are Just the Initial nodes of T, and none of these can be in T by the 

dual of 2.1.1. 
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FROPOSITION 2.I.Ö.    Let fL  be an initial subgraph of a production graph T, 

with T.   -t T.    There exists a terminal substring a of T    and a production (a,T) 

of T such that T, + (a,T)  is an initial subgraph of T. 

Proof.    By induction on the number of productions of T.    If T has no productions, 

then T has no proper initial subgraph,  so the assertion is true vacuously. 

Suppose the assertion holds for graphs with n productions, and let 

T = T    + (a,"'") have n + 1 productions.    Let T,   be an initial subgraph of T. 

If (a,T) is not a production of T,, then T,  Is an initial subgraph of T'.    If 

T,   ■ T , then the required terminal substring and production are a and (CT, T). 

If T    ^ T,, then the required production is obtained from the inductive 

hypothesis. 

Suppose (a,T) is a production of T..    Then it is a terminal production of 

T,, by 2.1.1.    T.  ■ Tp + (a,T) for seme Tp, by 2.I.3.    T2 is a proper initial 

subgraph of T' lest T.   be equal to T.    By Inductive hypothesis there is a 

terminal substring o,   of Tp and a production (rr.,!- ) of T    such that T, +  (a.^T ) 

is an initial subgraph of T .    o,  is disjoint from c ,  for otherwise we would 

have, by the dual of 2.1.2, that (a^T ) ■ (a,T),  but (O1,T ) is in T' an^  (fT,T) 

is not.    Therefore a.   is a terminal substring of Tp + (a,T) ■ T,.    By 2.1.7, 

T,  + ^o, ,T ) is an Initial subgraph of T. 

PR«   OSITION 2.1.9.    Let T be a production graph and a a non-null string.     If 

0.0 and crap are both strings of T, then a-acTp is a string of T. 
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Proof.    It will suffice to consider Just the case where a   has length 1, for 

the general case can be reduced to this by considering the rightmost node q 

of o and the two strings a. a and qa2. 

So we will consider strings cr.p and pcu,  with p a node of T.    There exists 

an initial subgraph T,   of T with n_   productions, and another,  T ,  with rv, 

productions,  containing a,? and pa2 respectively as terminal substrings.    The 

proof is by induction on n,  + rip. 

If a,  •♦• XU ■ 0,then ^p and pa2 are initial substrings of T,  whence OjPap 

is cm initial substring of T, hence a string of T. 

Suppose the assertion holds for all cases where ^ "♦" n2 ^ n, and consider 

a case where n.   ■♦• rip ■ n ♦ 1. 

Case 1.    Suppose T.  contains a terminal  production (T ,T ) where T   does not 

contain p.     If Tp is also disjoint from a,, then T.  - (TI»^) has terminal 

substring a.p and only a,   - 1 productions,  so that the inductive hypothesis is 

directly applicable.    Suppose Tp is not disjoint from a. . üben,  since p is not 

in T ,  T.   has a terminal substring P-j^oPpP wtiere 0i  ^s a rightmost substring 

of PiTpPp*     Hence Ti   -  (Ti*T2^  ba8 a ^c1^-1101 substring  P^-yP^P*     Tb* 

inductive hypothesis tells us that PtT.PgPOL is a string of T.    Let T   be an 

initial subgraph of T containing Qi'T-\Q2pa2 as a termlnal substring.    By 2,1*7, 

T   ♦ (Ti>T2) lfl "^ Initial subgraph of T.    f   ♦ (Ti»T2^ contains  PiT2p2PCT2* 

a, being a rightmost substring of P-j^Pp'   ai^c2 OUBt ** a string of T. 

Case 2.    Suppose Tp contains a terminal production (TT>T2) V*161* T2 doe8 n0'fc 

contain p.    The argument of Case 1 is adaptable by synroctry to this case. 
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Nov either T or T- has at least one production, and by the symmetry of 

the situation ►« may as well assume that T, has a production. Then T. has a 

terminal production (T ,T ),    By Case 1,  ye assume that ''■_ contains p. 

By the dual of 2.1.1, p is not an initial node of T,  hence not an initial 

rode of Tp.    By the dual of 2.1.1 and by 2.1.2,  we learn that i^-,»^ i8 a 

production of T-.    Suppose (TI»^) is not a terminal production of Tp.    Then, 

since Tp has a terminal production, by 2.1.2, Tp must have a terminal 

production (T;i>Tp) where T   does not contain p.    But this is Case 2.    So we 

can assume (TI^O)  
is terminal in Tp. 

Now if Tp contains all of c,, then o,p is a substring of Tp,  hence a 

terminal substring of Tp.    'Riis would imply that o, pap is a terminal substring 

of Tp, i.e., that o-pcTp is a string of T.    So we can assume that T    does not 

contain all of o,.    Similarly,  vie can assume that T   does not contain all of Opi 

We conclude that there must exist strings a,   and Op such that 

CT1T2C2 " alpa2,  ^t*1 aiT2 a t61^118^- substring of T.   and T a   a terminal sub- 

string of Tp.    Therefore o-T    is a terminal substring of T,  - (T ,Tp).    By 

Inductive hypothesis,  a. TO    is a string of T,  hence occurs as a terminal 

substring of some initial subgraph T   of T.    T   •»■  i^-,»7^) is an initial 

subgraph of T,by 2.1.7, and contains the terminal substring C.T a   ■ a-pcu, 

i.e.,  cTiP^o ls a 8'trin€ of '•    T^8 finishes the proof. 

PROPOSITION 2.1.10.    If (4,u)  is a production graph with terminal string T, 

and if JJL  and ^ are strings disjoint from (*,u), then (4,p-i^p)  is a production 

graph with terminal string Un^o*    Conver8e3-y>  if (*^1W*p) i« a production 
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graph with terminal string n^ry^then (4,ii) Is a production graph with terminal 

string T. 

Notation. If T denotes {t,\x), then (i»^^) will be denoted by ^^o' 

Proof. The conclusion Is direct from PG1 If * is empty. If the assertion holds 

for graphs with n productions and T has n + 1 productions, choose a terminal 

production (o^Og) of T and form ^(T - (o^n^)^ *  (a^aj. This is the 

required graph. 

For the converse, the assertion is trivial if * is empty. Suppose the 

converse holds for all graphs with n productions and let T + (o,,^) have 

n + 1 productions, where T + (a,,^) has initial string u,UUp and terminal 

string H^T^O» By the dual of 2.1.1, o« contains no node of the initial 

substrings n-,^« Clearly, therefore, T has terminal string U.T H for some T'. 

By xnductive hypothesis,! - l^U^p for some graph U. Clearly a, must be a 

terminal substring of U, hence T ♦ (o,,Op) ■ ^(U ♦ {n^a^))^.    U + (a,,a2) 

is the required graph. 

PROPOSITION 2.1.11. Let (t,^) be a production graph with terminal string 

T.TT . Let (*:L,T) be a production graph with terminal string a,  and with 

only the nodes of T in common with (*,^). Then  (* U ♦1,^) is a production 

graph with terminal string 'V^o* 

Notation. If (»,u) - T and (#-,▼) - T, then (♦ U * ,u) will be denoted by 

T ♦ T. or by T, ♦ T. 
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Proof.    By induction on the sire of  t  .    The case where i    is empty is trivial. 

To form T ♦  (t ♦ (p,,^)) in the induction step, merely note that  p,   is a 

terminal substring of T + T.,   P2 is disjoint from it, hence  (T ♦ T,) + (p.^Pp) 

is a production graph and has the properties required for T +  (T,  ♦  (p^^Pp))« 

Let us now define a subgraph of a production graph T ■ (*,^) to be a 

production graph (*', a)  such that 4^4 and a is a string of T. 

Note that it is essential to have the initial string be a string of T, 

that is,  occur in the terminal string of some initial subgraph.    For,  the 

idea of a subgraph is that it can be viewed as an integral component of T.    It 

can happen that T contains a set of productions which form a production graph 

but not a subgraph of T. 

The next proposition generalizes 2.1.7, with a subgraph in the role of the 

production. 

PROPOSITION 2.1.12.    Let T   be an initial subgraph and T2 a subgraph of the 

production graph T.    If the initial string of T2 is     terminal substring of T.., 

then T.  and T- have no nodes in common other than the initial nodes of T?. 

Thus T, * Tp exists and is em initial subgraph of T. 

Proof.    By induction on the number of productions in Tp.    The assertion is 

trivial when Tp has no productions.    Suppose the assertion holds in all cases 

where Tp Las n productions and consider a case where Tp has n + 1 productions. 

Then Tp • Tp •♦• (a,T) for some terminal production (a,!-) of Tp.     a Is a terminal 

substring of Tp.    T' has the same Initial string as Tp, and has only n 

productions.    Therefore Tp has no nodes in common with JL  other them initial 

■ 
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nodes,  and t  + T^ is an Initial subgrapb of T.    c is a terminal Bubetrlng of 

*!_ ♦ Tg^y 2.1.11.    So,by 2.1.?,  T is disjoint from t  ♦ T^ and (^ + Tp ♦ (a,T) 

Is an initial subgraph of T.    The productions and Initial word of H, + (T' ♦  (o, T)) 

are the same as those of (T^ ♦ Tp ♦ (a**),  so the inauction is continued to n + 1. 

PROPOSITION 2.1.13.    Let (*,u) be a production graph with terminal string T TT 

If ii,,a) is a subgraph of {4,u) with terminal string T, then (* -  t^ii) is a 

production grapia with terminal string T.OT . 

Notatl on. If T - (*,w) and T, - (t^a), then (4 - i.^u) will be denoted by 

T - T,. Also, in the case where the initial string a  of T, Is a substring of 

the initial string u^ou^ of T, with no hypothesis on tne terminal string T of 

T,, the graph (4 - i.,^^ )t vhich  is obtained from the dual of 2.1.13, will 

also be denoted by T - T,. 

Proof. By induction on the sire of Sj. If 4 is empty, then the assertion is 

trivial. Suppose the assertion holds in ell  cases where T, ■ (4 ,a) has n 

productions, and consider a case where T has n •♦• 1 productions. Let (p^Pp) 

be a terminal producMoa of T. . Let T ■ (4,u)« To assert that the required 

production graph it iT - (Pi^o^ " ^1 " ^i'^?^ ve neeci only show that 

T, - (p., p2) is a subgraph of T - (P1,P2), for clearly the terminal string of 

T, - (P,, Pp) i» a terminal substring cf T - (p., p2). The initial string a 

of T, is also the initial string of T. - (p.,? ). Let T be an Initial subgraph 

of T containing a as a terminal substring. T could not contain (p., p«) 

because of 2.1.12. Thus every production of T is a production of T - (p,,P2), 
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and T has the same initial string as T and T - (0,, p ), so T is an initial 
0 L o 

subgraph of T -  (p^P»)«    Hence a is a string of T - (P1,P2),  so T.   is a 

subgraph of T - (p^p^. 

COROm\RY.    Let T' -  ( «' /
,T) be the dual of the production graph T ■  ( r,M.).    Let 

T   « (i ,u) be an initial subgraph of T, let T' ■ (*',a) be the dual of T . 

Then T   - T    is an initial subgraph of T   with terminal string a. 

PROPOSITION 2.1.15.    Let T - ($,ii) be a production graph, let  i   C ♦, 

Tl = ^iv'xL^  i6 a 8ubSraPh of T if' and on^y I* ^e terminal string of T,   is a 

string of T and T,  is a production graph. 

Proof.    Suppose T.   is a subgraph of T.    Then p..   is a string of T,  i.e.,  u    is a 

terminal substring of an initial subgraph T    of T.    By 2.1.12, T   + T,   is an 

initial subgraph of T.    Therefore the terminal string of T,  is a string of T. 

Conversely,   suppose the terminal string of T,   is a string of T.    Then the 

dual of T,  is a subgraph of the dual of T,  for, by 2.1.13 applied to the dual 

of T and the dual of an Initial subgraph T    of T,  we see that the dual of 

T - T   is an initial subgraph of the dual of T and has the same terminal string 

as T .    Thus the strings of T are Just the strings of the dual of T.    So the 

initial string of the dual of T,  is a string of the dual of T.    By the first 

part of the assertion being proved, the terminal string of the dual of T,, 

i.e., the initial string 01 i'., in a string of the dual of T,  hence a string 

of T.    Therefore T,  Is a subgraph of T. 
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COROLLARY.    If ^ is a subgraph of T then the dual of T,   is a subgraph of the 

dual of T. 

Let T ■ (*,ji) be a production graph.    Let T,  be a subgraph of T.    Let Tp 

be a production graph with the same initial and terminal strings, respectively   as 

T.,  but with ao other nodet in common with T.    Then we say that T.   is 

replaceable by Tg in T. 

PROPOSITION 2.1.16.    Let T - (*,n) be a production graph with terminal string T. 

Let t  ■ (*i»lh) be replaceable by T2 - (42,u2)  in T.    Then ((* -  1.) U *2,ii) 

is a production graph with terminal string T. 

Notation.     ((* -  *,) U *p,u) will be called the grayh formed by replacing T. 

b^ Tp in T.    Vfe will use sane obvious gramnatical derivatives of this. 

Proof.    Let T   be an initial subgraph of T with terminal string u UL-U'.    By 

2.1.12 and 2.1.11, T   + T.   is an initial subgraph of T with terminal string 

U T«I* •    By the dual of 2.1.13, T -  (T   + T,) is a subgraph of T with initial 

string |i TU   fiuid with terminal string T.    By 2.1.11, T    •♦■ T2 is a production 

graph with initial string u and terminal string u T u'.    We want to form 

(To + T2) + (T -  (T   + T1)).    We can do this by 2.1.11,provided that the two 

graphs have no nodes in conmon other than nodes of u T.u .    By 2.1.12, T   ♦ T, 

has, except for nodes of u T ^ , no nodes in conmon with T - (T   ♦ T.).    Except 

for nodes of n,  and T , T2 has no nodes in common with T,  hence none in common 

with T -  (T    ♦ T,).    So if T   ♦ Tp has a nonterminal node p belonging also to 

T -  (T   + T,), then p must be in u^  and not in T .    Ilieref ore, by 2.1.1 applied 
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to T., p must occur in p.  for seme production (p.^o ) of T,.    But then p is, by 

2.1.1, a nonterminal node of T   + T,  and hence cannot belong to T -  (T   + T,). ' o        1 o       1 

So the two graphs have the required property and their sum can be formed. 

All additions are of the type that   preserves the initial string of the 

terra on the left,  so (T   + TO + (T -  (T   + T,)) has initial string 11.    Letting 

i   denote the set of productions of T ,  the productions of (T   + T2) 4 

(T -  (T   + T,))  are 

(io U #2) U (t - (»o U 41)) - i*o U *2) U ($ - ;1) 

- *2 U (} - i^. 

The last equation holds because, if * 0 «L \<ere not empty, then some production 
< 

(P1>P2) would be cormnon to T   and T., \rtience the nodes of p_ would be noninitial 

in T., yet belong to T , and we agreed that this does not happen. 

(T   + Tp) •♦  (T -  (T   + T,)) thus has the required initial word and the 

required set of productions. 

PROPOSITION 2.1.17.    Let («,,!*) and (i^u) be initial subgraphs of the 

production graph (*,IA).    Then (i,  H $ ,u) is em ialtial subgraph of (i^u). 

Moreover,  if a is a terminal substring of *,, and if all the nodes of o occur 

in productions of  i«, then a is a terminal substring of (?,  H * ,u). 

Notation.    (^ H 42,u) will be denoted by (S^) n (*2,u). 

Proof.    By induction on the number of productions of *..    If i.  is empty, then 

(*,  ^ *2>n) ■ (♦1>u)*  an initial subgraph of (*,n).    Moreover, the terminal 

string of (*,  H *2,u) is in this case p,  so that any terminal substring is 

preserved in the intersection. 
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Suppose the assertion holds in all cases where #, has n productions, and 

consider a case where *, has n + 1 productions. (*, ,u) " ($■!,&)  * (P-i^Po) 

for some terminal production (p,,Pp) of (*,,»*). 

Suppose (p , p ) Is not In Ig. Then ♦ 0 $ • i' f) i     whence (i n * ,n) 

Is an initial subgraph by inductive hypothesis. Moreover, suppose a is a 

terminal substring of (^u) such that all nodes of o are in ($?,n). Now o  Is 

disjoint from pg, for, by the dual of 2.1.1,no node of P2 is in u, hence any 

node of P2 in (^2,^) is a nonlnltial node of (^n), hence occurs in the 

second string of some production of («fp,^), and,by the dual of 2.1.2,this could 

only be the production (p^p^). But we are assuming that (p.^p) is not In 

(42,n), so we conclude that a is disjoint from P-. It follows that a is a 

terminal substring of (^n) and hencc^ by inductive hypothesis,a terminal 

substring of (*. Cl ip,u). 

Suppose (p., p ) is in *„, p1 is a terminal s-  tring of (41
/,u),and all 

the nodes of p.. are in ($,11). By inductive hypothesis ($.0 *p,ii) is an 

initial subgraph with terminal substring p,. Hence (*' H * ,u) + (p , p ) is 

an initial subgraph, and its productions are (*' 0 # ) U f(p ,p )} = <* fl $ . 

Thus (*,("! 'Jp^) is an initial subgraph. 

Moreover, suppose cr is a terminal substring of (^u) such that every 

node of a is in (^u). If a Is disjoint from pp then C*,,^) contains a as a 

terminal substring and a Is disjoint from Pj. By Inductive hypothesis 

( I ' 0 J ,11) contains both a and p. as terminal, substrings, n and p being 

disjoint, (*, fl i2,\i,) *  (p1,P2) ■ (*, H #2,^) contains a as a terminal substring. 

If a is not disjoint from P2, then there exists a terminal substring a, Ppa2 
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of ('.\,|i) containing rr as substring, and where every node of "iPp^p i8 ln 

(l2,u). ^i^  i8 a termln&1 substring of (Ou), hence of (l' H *2>u) by 

Inductive hypothesis. rfit>2a2  ^s there:f,ore a terminal substring of 

(4^ , t2,n)  + {PV02)  ■ (^ 0 ^u). Therefore a la a terminal substring 

of (^ n $2,11). 

PROPOSITION 2.1.18. For each production (O,T) of a production graph T, a and T 

are strings of T. 

Proof. By induction on the number of productions in T. The assertion Is 

vacuously true when T has no productions. Suppose the assertion is true In 

all cases where T has n productions, and consider a case where T has n ■*> 1 

productions. Then T-T +(a/, T) wL-jre T' has n productions. If (a, T) is 

in T, then a and T are strings of T by inductive bypothesls, hence strings 

of T. Otherwise (o,f) • (a',O. a' Is a string of T because it is a 

terminal substring of the initial subgraph T' cf T. T is a string of T 

because it is a terminal substring of T. 

fJOROLLARY. Every node of T is a string of T. 

Proof. Every initial node is in the initial subgraph (j^u); every terminal 

node is terminal in the initial subgraph T. All other nodes occur in 

productions, by 2.1.1 and its dual, hence are strings of T by 2.1.18. 

PROPOSITION 2.1.19. Let T be an initial subgraph of a production graph T and 

let T. be a subgraph of T. If T contains all the noainltial terminal nodes of 

fL, then T contalnc all the productions of T.. 
i     o i 
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Proof. By induction on the number of productions in T,. If T. has no produc- 

tions, then we have nothing to prove. Let T, have n ■♦• 1 productions where the 

assertion holds for all subgraphs having n productions. Let T, ■ T,' + (a,T). 

The nodes of T are terminal and noninitial in T. and therefore are all in T . 
1 o 

By 2.1.7,  (a,T) is in T .    ThuB the nodes of a are in T .    A noninitial 

terminal node of T' is either in a or is a noninitial terminal node of T, .    So 

by inductive hypothesis T   contains all the productions of T,'.    Since it also 

contains (^,T),  it contains all the productions of T, . 

PROPOSITION 2.1.20.    Let To be an initial subgraph of a production graph T, 

let T,  be a subgraph of T.    If T   contains all the terminal nodes of T,, then T, lo 1' 1 

is a subgraph of T . 
o 

Proof. We only have to show that the terminal string T of T. is a string of T . 

There exists an initial subgraph U of T containing T as terminal substring. 

By 2.1.17, U H T is an initial subgraph of T containing T as terminal sub- 

string. U n T is also an initial subgraph of T , therefore T is a string of 

v 
CQROLTARY. (By duality) If T - To contains all the initial nodes of T,, then 

T, is a subgraph of T - T . 

COROLLARY.  (By dualityj If T fails to contain any of the nonterminal initial 

nodes of T then T fails to contain any production of T . 

While 2.1.16 allows us to replace a single subgraph, we will need to be 

able to replace more than one subgraph at the same time. It can happen that 
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after the replacement of one subgraph the next one is no longer present as a 

subgraph, even though all of Its nodes and productions are still there. We 

next set forth some conditions under which such difficulties do not occur. 

DEFINITION. Two subgraphs of a production graph T are separable in T if there 

exists an initial subgraph T of T which contains all the nodes of one while 

T - T contains all the nodes of the other, 
o 

DEFINITION. Let T, and !„ be subgraphs of a production graph T. Let U. and Up 

be production graphs. T.,^ are replaceable by U.^Up in T if T. and T« are 

separable, T. is replaceable by U. in T, Tp is replaceable by Up in T, and U. 

and Up have no common nodes other than their initial or terminal nodes. 

T,,...,^, all subgraphs of T, are replaceable by U.,...,^ in T if for all 

i p* J it is true that T^T, are replaceable by U.^U. in T. 

PROPOSITION 2.1.21. Let T. and T2 be subgraphs of a production graph T. Let 

T,,T2 be replaceable by U.^U« in T. Let V be formed by replacing T. by U. 

in T. Then T0 is a subgraph of V and T0 is replaceable by U0 in V. 

Notation. The graph fomed by replacing Tp by Up in V will be referred to as 

the graph formed b^ replacing T.^Tp b^ ui*Up .l£ '• Moreover, if T., •,,,1.   are 

replaceable by Uj,...^. in T, then repeated uae of 2.1.21 allows us to speak, 

with the obvious meaning, of the graph formed by replacing S.«»««^ by 

U,, ...,U. in T. Clearly, if n is any permutation on the first k integers, then, 

In view of 2.1.21, the graph farmed by replacing Tn(i )* •••*
T

TT/it) "^ 

U
TT(1 V'^nfk) ln T l8 tlie 8ainB a8 tbe 8rapl1 f,anned by replacing T.,...,!. 

by U^ ...,Uk in T. 
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Proof»    Case 1»    Suppose there exists an Initial subgraph T    of T containing 

all the nodes of T.  while T - T   contains all the nodes of Tp.    By 2.1.20 and 

Its dual, T,   is a subgraph of T   and Tp is a subgraph of T - T .    T.  is 

replaceable by U.   in T .    Let U   be the graph formed by replacing T,  by U.   in 

T .    By merely checking productions and initial strings we see that U    •♦• (T - T ) 

is the graph V formed by replacing T.  by U.  in T.    Tp is a subgraph of V, 

because it is a subgraph of T,  - T .    Up has no nodes in common with U,   or with 

T except for initial or terminal nodes of Up,  hence no nodes in common with 

U   or T - T   except for initial or terminal nodes of Up.    Up still has the 

same initial and terminal strings as Tp.    Therefore Tp is replaceable by Up in V. 

Case 2.    There is an initial subgraph T    of T which contains all the 

nodes of T„ while T - T    contains all the nodes of T,.    Looking at the duals do x 

of these graphs we see Case 1 again,  and conclude that the dual of Tp is 

replaceable by the dual of Up in the dual ot V.    Therefore Tp is replaceable 

by U2 in V. 

PROPOSITION 2.1.22.    Let T.  and Tp be two subgraphs with no productions in 

common.    Suppose neither subgraph has a node which is both initial and 

terminal in the subgraph.    If each of T.^Tp has Just om initial production, 

or if each has Just one terminal production, then T,  raid Tp are separable. 

Proof.    Suppose each subgraph has Just one Initial production.    Let the 

respective initial productions be (a1,T ) and  (a ,T ).    By 2.1.18,  there 

exists an initial subgraph T   containing T    as a terminal substring.    Suppose T 
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contains a node of T . TTien by 2.1.7, T contains (CT2,T ). Since (CT.^T.) ^ 

(rr2,T2), (a2,T2) is In the initial subgraph To - (a,^.). By 2.1.18, there must 

exist an initial subgraph T of T containing T as terminal substring. No 

node of T. is In T . T is an initial subgraph of the main graph, which we now 

name T. Thus by a change of notation if necessary we can assume that T. is a 

terminal subword of an initial subgraph T which contains no nodes of T-. 

No node of T is an initial node of T - T . for the initial nodes of 

T - T are the terminal nodes of T . Hence, by 2.1.1 and 2.1.2, (o0, T,J is in 0 O       ' > "   2'   2 

T - T . By 2.1.19, since cu must be the Initial string of TL, T - T contains 

all the nodes of T2. 

T. is a terminal substring of T . o. is the initial string of T., hence 

T- is the initial string of T. - (a.,!" ). So T ♦ (T. - («,,0) - U is an 

initial subgraph of T. U contadns no production of T«, for T does not, and do ' 

only productlone of T, are added to form U. T-U therefore contains all the nodes 

of T2, because every node of T2 is in a production of T2 lest some node of T? 

be both initial and terminal, so that should T-U lack a node of Tp it must also 

lack a production of T . U contains all the nodes of T, for the same kind 

of reason. Therefore T, and Tp are separable. 

2.2.  Labeled production graphs and ambiguity. 

DEFINITION. A labeled production graph is a production graph in which each 

node is an ordered pair (p,X), where p is the node name and X is the node label. 



16 January 1967 32 TM-738/030/0O 

Notation. It will seldom be necessary to make explicit reference to the node 

name. We will continue to use p,q,r,... as symbols for nodes. 

For a node p, (p(p) will denote the label of p. 

For a string a ■ P....P ; the label of a,  written fo(a), is ^(p, )...u(pk). 

For a production (a,T) of a labeled production graph, the label of {ü,r)t 

written cp((a, T)), is a production CP(CT) -"^(T). 

Let T be a labeled production graph with initial string u and terminal 

string T. Then n(ji) is called the initial word of T, and (O(T) is called the 

terminal word of T. Continuing in the same vein, an initial (terminal) sub word 

of T is a subword of the initial (terminal) word of T, an Intsrrredlate word 

of T is the label of an intermediate string of T, a word of T is the label of 

a string of T. 

DEFINITION. Let G be a grammar. A labeled production graph T is a G-graph if, 

for every production (CT,T) of T, via)  - cn(T) is a production of G. 

If G is a grammar with start letter S and external alpLiabet r,th»jn a 

complete G-graph is a G-graph with initial wo. a S and terminal '.ard 1' t*. 

Let G be a grammar. Let ua show that iv |« 0 if and only if tburg exists 
0 

a G-graph with initial word ff and terminal word B. 

In one direction we proceed by induction on the length of the derivation. 

For a derivation of length 1, the required G-graph is merely a sequence of 

labeled nodes with no productions. Suppose that for all derivations n ,,,,,» 

of length n there is a corresponding G-graph with initial word ft.  and terminal 

word n ,  and consider a derivation f*.*«««,* .j« Let or - ß-iöp^o* ^+i " ^1"^' 
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where $    - y ia a. production of 0.    There Is a graph T with Initial string a, 

and terminal string T T T    such that fo(a)  ■ 'v.,  ^(T.,) • ß ,  ^("O "  %' 

^(T^) ■ B .    Choose a string P of new nodes so tha\, :o( p) »v.    T + (T?, p) has 

terminal string Ti PT^  a-™* terminal word fo(T )'p(p)'r)(T ) ■ t.yB^ - 0j ..j and the 

Inltlsl ward «. . 

In the other direction je proceed hy Induction on the number of productions 

In the G-graph.    If the G-graph has no productions then It corresponds In the 

required way with a one-word derivation.    Suppose a G-graph T has Initial word 

'y and terminal word  B and that a  \— S.    Suppose that T has terminal string 
U 

rlT2'TV ani thÄt T 4 ^T2>p^ l8 a ^S1"0?11,    Tb* terminal word of T •♦•  (T2,P) is 

fo('r1)'5(p)«)(T3). 

Clearly B - "»(I^HT^^) |^ vir^vip)^^*  whence n,  |- 'O(T1)^(P)'O(T ). 

Notice that the construction of the G-graph from a given derivation, as 

set forth in the previous proof, is unique except for the choice of node names, 

given for each 1 the exact production which sends n   to ^ .■•• The derivation 

itself does not necessarily provide this Information, but it does in the case 

of "leftmost" derivations of context free grammars, which we will be considering 

shortly. 

Two graphs that are the same except for node names will be called 

congruent» Formally; 

DEFINITION. Two labeled graphs, (#., p.) and (*2,n2), are congruent If there 

exists a one-to-one function h from the nodes of (*1>MT) onto the nodes of 

(♦2,U2) such that: 
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(i) u2 - h{^)i 

(ii) (a,T) Is a production of •- if and only If (h(CT),h(T)) is a 

production of $_; 

(ill) fo(p) - cp(h(p)) for every node p of (^u,). 

By h(p1...p. ) we meem, of course, h(p1)...h(pk). 

If P Is a production of $,, P - (a,T), then by h(P) we nieeLi the production 

(h(CT),h(T)) of $2. If *' Is a subset of $., then by h(t') we mean the subset 

fh(P) : P in $'1 of «?. 

It is easily seen that if ($ ,a) is a subgraph (initial subgraph) of 

(SJJU,), then h(({ ,0)) - (h($ ^^(CT)) is a subgraph (initial subgraph) of 

(*2^2). 

If the terminal string of (*T>IO is T, then h(T) is the terminal string 

of (^n-). Conversely, we can conclude that the two graphs are congruent if 

they satisfy (ii) and  (ill), and have respective terminal strings T and T 

sucb that h(T.) ■ r^.    The latter assertion follows from the duality principle. 

PROPOSITION 2.2.1. Condition (ii) in the definition of congruence can be 

weakened to: 

(11 ) If {a,r)  Is a production of *„ then (h(a),h(T)) is a production 

of *2. 

Proof. Suppose two labeled graphs T, aod Tp satisfy (i), (ii')^ and (ill) 

with respect to the one-to-one mapping h from the nodet. of T, onto the nodes 

of T«. Suppose (h(a),h(T)) is a production of Tp while ia,r)  la not a 

production of T,. No node of T could be an initial node of T. because by (i) p 
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Is an initial node only if h(p) is, but, by the dual of 2.1.2, no node o"   ) 

is an initial node of T2. Therefore, by the dual of 2.1.2, for any node p of T 

there is a production (O^T') of T. where p is In T'. (h(fj'),h(T)) is by (ii') 

a production of Tp, and h(p) is in h(T ). (a ,T ) ^ (a,T), and since h is 

one-to-one, this entails (h(rT ),h(T )) ^ (h(CT),h(T)). But then h(p) occurs in 

the second string of two productions of Tp, contrary to the dual of 2.1.2. This 

contradiction results from assuming that (ii) fails to hold. 

PROPOSITION 2.2.2. There is at most one congruence between two given labeled 

production graphs. 

Proof. Suppose h. and h- are congruences from T. to Tp. Let uu. and Up be the 

initial strings of T. and Tp respectively. Then h-dO » hpdk), i.e., the two 

agree on the Initial nodes. In other words, h, and h agree on the nodes of 

the initial subgraph of T., which contains no productions. Suppose they agree 

on the nodes of any initial subgraph of T. containing n productions, and let 

T + (a,T) be an initial subgraph of T. containing n + 1 productions. Then 

h-Ca) • hpCcr), because CT is a string of T arvd T only has n productions. 

(h1(a),h1(T)) and (hp(a),h2(T)) are productions of Tp. Lest the nodes of 

11,(0) • hp(CT) appear in the first strings of two distinct productions, vie must 

have ^(T) ■ hp(T). Hence h, and hp agree on all the nodes of T ♦ (a,T). 

This extends the assertion to all initial subgraphs of T., one of which is T 

itself. 

PROPOSITION 2.2.3. Let T and T' be congruent. I*rt T,,...,Tk be replaceable by 

U, ,...,U in T, and suppose the congruence h fron T to T' is extended to the 
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nodes of the U. so that h is a congruence from U. to h(U.) for 1 ■ 1,...,k, 

and so that hC^), ...,h(Tk) are replaceable by hdl), ...,h(Uk) in l'. Then 

the graph formed by replacing T^ ...,Tk by ^,,.,,1]    in T is congruent to the 

graph formed by replacing h^), ...,h(Tk) by h(U1),. ..,h(Uk) in l'. 

Proof, h is obviously an onto mapping. Let us see whether h is one-to-one. 

If p and q are both nodes of T, then h(p) ^ b(q) unless p » q, for h Is a 

congruence from T. If q is not a node of T, then q is a noninitial nonterminal 

node of one of the U.. Hence h(q) is a noninitial nonterminal node of h(U.). 

Because of the hypothesis about replaceability in T , h(q) can belong neither 

to T' nor to any h(U.) other than h(U ). Therefore if h(p) ■ h(q), p must not 

belong either to T or to any U, other than U.. p has to belong to something, 

so p must belong to U.. Since h is a congruence on U., it follows that p ■ q. 

Therefore h is one-to-one. 

If U is the initial string of T,then h(u) is the initial string of T', 

and the replacements do not change the respective Initial strings. Thus (i) 

is satisfied. 

Let (a,T) be a production of the graph V farmed by the replacement of 

T,, ...,Tk by a.,...,!! in T. If (a,T) is in T, then (a, T) is in none of the T. 

because all of the productions of the T have been replaced. Then (h(a),h(T)) 

is in T' without being in any of the hCT.). Any production of T' not in anv 

of the h(T.) must still be there after the replacement is made, so (h(a),h(T)) 

is in the replacement graph. If (a, T) is not in T, then it is in some U , 

whence (h(a),h(T)) is in hCU.). This again requires (h(a)>h(T)) to be in the 

replacement graph. Thus  the assertion (11') of 2.2.1 holds. 
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(ill) holds for «my node p either because p is In T or because pi       n« 

of the Ui. 

Since we have  (i),   (ii ), and (iii),  we have congruence by 2.2.1. 

DEFINITION.    A grammar G is unambiguous if every cwo complete G-graphs having 

the same terminal word are congruent. 

Let us make sure that this notion of unambiguity reduces in the context 

free case to the usual nation. 

The usual notion has been expressed in terms of trees which are easily 

seen to be Just the context free case of our production graphs.    However^  the 

more familiar definition is in terms of leftmost generations  [2]. 

Let G be a context free grammar.    A derivation a.,...,»   is leftmost if 

for each i < n we have o-   ■ BjX.P' and a       - ^YJB/I  where X.   -• Y^   is a 

production of G and  B    contains only external  letters.    A context free grammar 

is unambiguous if for every word w which contains only external letters there 

exists at most one complete leftmost G-derivation ending with w. 

To show that the two definitions of ambiguity are equivalent,  we will 

establish a one-to-one correspondence between complete G-graphs and complete 

leftmost G-deri vat lone.    Given a complete G-graph T with initial word S and 

terminal word a , we will define a unique leftmost derivation F(T) ■ OL,,,,,a, 

where a.  - S, together with a corresponding sequence F'CT) - T.,...,T   of 

initial subgraphs of T such that o^ is the terminal word of each T,   and T   ■ T. 

We wlU show that if F(T) - F^'), then T is congruent to l'. 

Let T,   - (0,p)  if p is the initial string (necessarily of length l)  of T. 

>   - S Is the terminal word of T,.    Suppose we have the initial subgraphs 
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TV, ...,T. and a ieftmoet (peurtlal) derivation CL,••«,«. where each n   is the 

terminal word of T.. If T. ■ T,then we are finished. Otherwise, let the 

terminal string of T. be T T where M(T ) contains only external letters and 

fo(T2) begins with an internal letter. The  terminal string of T. must be in 

that form because there must be a production of T applicable to its terminal 

string, and we have adopted the convention that context free grawraars do not 

have productions with external letters on the left. Let T. ■ pT2' where p is a 

node and rp(p) ■ X. Then a   • O(T, )X'D(T'). p is not a terminal node of T. 

Therefore T has a production (p, p). Let T. , ■!.•♦■ (p,p). Let 

a^, ■ CP(T )r5(p)fp(T ). 0' _ is the terminal word of T,+1, and if ct, ...,a 

is a leftmost derivation,then so is a.,...,*  . Eventually we must arrive 

at T ■ T and a complete leftmost derivation (x.,,,,,ot  . This completes the 

construction of F and F . That F(T) « F{T')  implies T congruent to T' can be 

seen from the construction Just set forth. Obviously T and T would have to 

have the same number n of productions. Let F'il')  ■ T,,...^'. Clearly T. is 

congruent to T,. Suppose T. is congruent to T., under the congruence h. If 

J « n we have the assertion. If not, then, using the notation of the 

construction, the terminal string of T, is h(T )h(p)h(T'). ^(h(T )) contains 

only external letters and o(h(p)) ■ X. Clearly T' , ■ T' ♦ (h(p),o/) for some 

p'.  p' has to have the same length as p since the length of nt       is fixed, 

^(p') ■ ^(p) in order to obtain or. 1 as terminal word of T.' ,. The nodes of p 

and p' are foreign to T. and T' respectively, so there is no difficulty about 
J J 

extending h so that h(p) «  p'.    dearly the extended h is a congruence from 

Vit0 Tj+r 
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We also need to know the converse, that If T Is congruent to T' then 

F(T) ■ FCT').    It suffices to show that F'(T) and F'CT') are congruent term 

by term,  for then their sequence of terminal words must be Identical.    T.  and 

T,' consist Just of initial strlngp with the same label and are therefore 

congruent.    Suppose T. is congruent to T .    These are Initial subgraphs of T 

and T',  hence, there being at most one possible congruence between labeled 

graphs,  the congruence between them must be a restriction of the congruence h 

from T to T'.    T. .  » T. + (p,0) where p Is the leftmost terminal node of T. 

such that tp(p) is not an external letter.    h(p) is,  because of congruence,  the 

leftmost terminal node of T. with label other than an external letter.    In 

order that the sequence of terminal words be a leftmost derivation, 

T' ,  - T' + (h(p),p/) for some  p'.    (h(p),h(p)) is a production of T', and h(p) 

cannot be in the first string of two distinct productions,   so p    ■ h(o).    This 

clearly entails that T. , be congruent to T.'    . 

It Is clear that, given any leftmost derivation we can get a O-graph T such 

that F(T)  is that leftmost derivation.    This is clear by Inspection of the 

general construction given earlier for obtaining G-graphs fron G-derivations. 

It follows now that if there are two different leftmost G-derivations of 

the same word, then there are two complete,  incongruent G-graphs with the same 

terminal word.    That is,  if G Is ambiguous in the leftmost derivation sense, 

then it is umbiguous in the production graph sense.    Conversely,  two incongruent 

complete G-graphs with the same terminal word must give rise via F to two 

distinct leftmost derivations of that word.    That is,  if G is ambiguous in the 

production graph sense, then it is ambiguous in the leftmost derivation sense. 
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Thus we have 

PROPOSITION 2,2»k.    A context free gr&mnar is unambiguous In the sense of 

production graphs If and only if it is unambiguous in the sense of leftmost 

derivations. 

It can be shown also that a context sensitive grammar is unambiguous in 

the sense of production graphs if and only If it is unambiguous in the sense 

of linear bounded automata, i.e., if and only if the language of the grammar 

is the language accepted by some linear bounded automaton which has at most 

one accepting computation for each word. 
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3.    Context Limited Graramars 

Let us now formulate, exactly, a »."eflnltlon of the context limited 

grammars,  and then prove that they are equivalent, as described at the 

beginning,   to the context free grajnnar^. 

Notation.    Lower than or equal, to will denote a partial ordering relation,  and 

lower than will mean lower than or equal to and not equal to. 

DEFINITION.    A grammar G is context limited if there exists a partial ordering 

lower than or equal to on the alphabet of G such that for each production 

a - 5 of G,  every letter of a is lower than some letter of B. 

Note,  for example,  that if X-   is lower than Y,, Xp is lower than Yp,  and 

X- is lower than Y.,  then X^XpX^ - YJfpY.  could be a production.    XX -• X could 

not be a production. 

If G is a context limited grammar then L(G) IS called a context limited 

language. This is for present convenience onljj since we will show that they 

are all context free. 

Note that, as we have defined it, a context limited language cannot contain 

the null word e.    We could incorporate  c with a slight change in the definition, 

but Instead,  since it is generally agreed that the presence or absence of  e is 

of no fundamental Importance, let vis agree th<'   the term "language" means a 

set without e. 

The context limited granmars are generalisations of the grammars. 

Introduced by Ginsburg and Orelbach  [4],  such that every production has an 
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external letter on the right,    Ttoese gramnars were prcved In [4] to generate context 

free languages.    Also,  Olnsburg and Speuiier have outlined an alternate proof 

that the context limited laruruages are context free,  in which proof the 

Ginsburg-Oreibach result Just mentioued is applied.    This proof could probably 

be generalized to incorporate the preservation of unamblguity,   and possibly 

an easier proof than the present one could be so constructed.    Note, however. 

that the present proof would be quite short without the ambiguity considerations. 

Example 1.    The language  fancbp :  p is the integer part of *j} is generated by 

the context limited grammar with productions a ■* aaX, XX-'b,  o-'C,  aX-»c. 

e 2.    To illustrate the potential utility of the theorems we are about 

to prove,  we use them to give a short proof of the known fact that if a 

sequential transducer M [3, P«9ll is one-to-one on an unambiguous context free 

language L,  then M(L)  is an unambiguous context free language (a slight 

generalization of theorem 1 of [6],  which is for generalized sequential 

machineE).    We assume without lues of generality that the input and output 

alphabets of M arc disjoint.    Let p    be the  start state of M.    Then p L is 

an unambiguous context free language.    By Theorem 2 (below), p L is generated 

by an unambiguous context limited grammar G,  the alphabet of which we can 

assume is disjoint from the output alphabet of M.    We simply adjoin to G, 

productions corresponding to the mrves of M,   so that if M can go from p» to 0q 

in one move,  p and q being states,  we adjoin a production pa -♦ Bq.    We also 

adjoin pa -• 8 in order to maxe it possible to get rid of the state symbol at 

the end of the derivation:  note that if pa -• ß is used too soon,  then a 
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complete derivation is not possible, because there will still exist Internal 

letters but no production to handle them.    The required partial ordering is 

obtained by extending that for G, so that every letter of G Is lower than every 

output letter of M.    Unaablguity follows from unamblguity of G and the one-to- 

one property of M. 

The next Proposition is the easier direction of the main theorems. 

PROPOSITION 3.1.     If G la a context free grammar, then there exists a context 

limited granoar H such that L(H) » L(G), and if G is unambiguous then so is H. 

Proof.    The main result of [8] is that every context free grammar reduces, 

with unamblguity preserved,  to one in which all productions are of the form 

X -ary 

where a Is an external letter and X,  of course,  is not external.    Under the 

partial ordering   that  makes every internal letter lower than every external 

letter,  such a grammar is context limited • 

Now let us reduce each context limited grammar to a context free one.    We 

will need a few preliminary lemmas. 

First let us recall the well-known fact that any partial ordering can be 

extended to a linear ordering. 

PROPOSITION 3'2.    If G is a context limited grammar, then G Is context limited 

with renpect to some linear ordering of its alphabet in which every internal 

letter is lower than every external letter. 
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Proof.    Vte first obtain a linear ordering of the Internal letters by extending 

the given partial ordering to a linear ordering, and then restricting the 

latter to the internal latters.    Then ve obtain a linear ordering of the 

external letters in the same way.    Then we combine the two into a single linear 

ordering in which every Internal letter is lower than every external letter. 

Now there is no need to have the relation "a lower than X" for an external 

letter a,  for by definition the external letters do not occur on the left in 

productions.    So we can assume that the given partial ordering has this 

property.    Then the linear ordering  that   we Just constructed is an extenßlon 

of the given partial ordering,  hence G must be context limited with respect to 

it. 

If G is a grammar,  either context limited or context free,  we call G 

unambiguous moiulo the set R if whenever two complete G-graphs T.  and T_ have 

the same terminal word v, where w is in R, than T,  is congruent to T0. 

Vfc could prcre directly that if a context limited grammar is unambiguous 

modulo a regular set R, then its language intersected with R is unambiguous. 

But this result will follow as a byproduct of the main result.    We will, though, 

neeo to prove it in the specia1, case where the grannmr is context free. 

PROPOSITION 3.3.    If a context free grammar G is unambiguous modulo a regular 

set R,  then L(G)  n R is an unambiguous context free language. 

Proof.    Let A - (K, 1,6,4 ,F) be a finite autonatoa (i.e.,  finite-state acceptor 

[3, P«^?])  such that R is the set of words accepted by A. 

Vte define a context free graamar H as follows.    The alphabet of H is the 

external alphabet of G together with the triples (pXq),  p and q states of A and 

X in the internal alphabet of 0. 
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For two states p and q of A and a word 0/ on the alphabet of H,  call o 

(p,q)-connected if any of the following hold: 

(i)    a contains only Input letters of A and SCp,») ■ q. 

(ll)    o m (pXq)  for some X. 

(ill)    rhere are words a.,..., a   and states Pw •• vPj^i   such that or ■ aL.,.a. 

and for each i  s k ».  Is (P^/P^xi) connected according to (l) and  (ll). 

Let S_ be the Initial letter of H,  where S„ Is distinct from all letters 

mentioned so far.    Let S be the Initial letter of G.    For each final state p of 

A, let H have the production 

SH -(q0Sp). 

For a word a on the alphabet of H, let cr be the word on the alphabet of G 

obtained In the obvious vay by replacing each (pXq) by X and leaving external 

letters unchanged. 

For each Internal letter (pXq)  of H,  and each (p,q)-connected word B such 

that X -"B Is a production of G, let 

(pXq)  - ß 

be a production of H. 

It Is obvious that If or Is (p,q)-connected and 0/ \-= ^ then 0 Is (p,q)- 

connected. 

Now If a word w on the external alphabet of A Is (q ,p)-connected where p 

Is a final state, then w Is In R. 

From these two assertions, L(H) CR. 

The productions of H being homomorphlc to productions of G via the 

homomorphlsm which takes n to or, except for the productions Involving S , 
H 
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it is clear that If w has only external letters and (q Sp)   k: w, then S   k w. 
On G 

All complete H-derlvatlons are of the form S ,   («l^Sp), ...,w.    Therefore 

L(H) C L(G).    Therefore 

L(H) c L(G) 0 R. 

On tha other hand,  if any word or on the alphabet of H is (p^q)-connected, 

and if X   t »,  then (pXq)   |- or.    For, ve have either X - H or 

X -»- •'iYi,,,wi,Yit
vrk+i  "h61"6 thi w^  are words on the external alphabet and the Y, 

are internal letters,  with Y    [r? 0,  and wi ^1 •• •v){ökw1^1 ■ a.    From this it is 

clear that we can prove the assertion by Induction on the length of the 

derivation.    In the induction step, we observe that if 0.   is (p. ,p.   .y-connected 

then (PiVi+l^   'H  V    Thls to8^fcber ^^  (&ti "H ^^l^^'^k^kVk+l^Vl 

shows that (pXq)   (^ a. 

Now any word w in R 0 L(G) IS (q ,p)-connected for some final state p. 

Therefore if S  \* :., then (q Sp)   (- w ■ w.    Tills and SH -„ (q Sp)  show that w 

is In L(H).    Thus 

R 0 L(G)  CL(H). 

Therefore 

L(H)  - L(O) 0 R, 

The productions of H being homomor^ilc in the sense mentioned above to 

the productions of G, every complete H-graph is,  ignoring the initial node, 

homamorphlc in the same sense to a complete G-graph.    That is, the complete 

G-graph is obtained by deleting the initial node and production and replacing 

each label (pXq) by X.    Therefore if T.  and T« are complete H-graphs, with the 

same terminal word, then therf> i? a one-to-one function h from the noninitial 
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nodes of T,   onto the noninltial nodes of T« such that h(P) is a production of 

T2 whenever P is a production of T.,  and such that for every noninitial node s 

o/. T,, if ro(s) ■ (pXq) then cj3(h(s)) - (p,Xq.),  and if q)(s) ■ a where a is an 

external letter then fp(h(8)) »a.    In the former case we have that the terminal 

word of T,  is w,w w- where (pXq)   L v.,  and w^^ is (q ,p)-connected (with the 

convention that c is (r,r)-connected for any r),  and w   is (q^r)-connected for 

some final state r.    The terminal word of Tp is also w.WpW ,  and (pJCq.)   L w2 

(we rely,  of course,   on the unambiguity modulo R of G for the latter statement). 

Since w2 has been ascertained from T,   to be (p>q)-connected,  and since A is 

deterministic,  we must have p,  ■ p and q.   ■ q.    Therefore h must be a 

congruence fron T,  to T, when extended to the initial node.    Therefore H is 

unambiguous.     This completes the pro^f. 

For each context limited granmar U let the numbers 1.(0) and lp(G) be 

defined as follows. 

First, let the length X(ür -• 0) of a production a -• B of 0 be   |a|  - 1, 

where   \a\ is the length of a. 

Call the production a -♦ 0 of 0 a splitting production of G if B contains 

an external letter.    Otherwise call or -♦ 0 a nonsplitting production.    Let 

LAG) - E[X(P)  :  P a nonsplitting production of G} 

12(G) - rfX(P)  :  P a splitting production of G] 

Clearly G is context free Just in case 1,(0)  ■ lp(0) - 0. 

Call a production P context bouafl If X(P) > 0. 

The program is to reduce 12(G) if It is not 0,  and,if 12(G) - 0 < 1,(0), 

then to reduce 1,(0).    Hie latter reduction will be considered next. 
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PROPOSITION 3.4. Let G be a context limited granmar with 1,(0) > 0 and 

12(G) ■ 0. Let R be a regular set. Then there exists a context limited 

grammar H satisfying the follovlng: 

(1) l^H) <11(0). 

(11) L(H) - L(G). 

(ill) If G Is unambiguous modulo R then H Is unambiguous modulo R. 

Proof» By Proposition 3.2, we can assume that the partial ordering on the 

alphabet of G Is a linear ordering. Then every set of letters has a highest 

member, where X higher than Y means Y lower than X. 

We first want to identify the set of context free letters of G. These 

are the letters such that, once one of them appears in a derivation, it must 

give rise to a sequence of context free productions culminating in an external 

letter. Thus a context free letter constitutes a barrier that splits the 

derivation into two independent parts. The set of context free letters is the 

union of the sets C. which are defined Inductively as follows: 

C Is the set of external letters, o 

Given C., X is In C1+1 If both of the following hold: 

(l) X is not in o for any conte:rt bound production a -• 0. 

(il) Far each production X -♦ P-i^p, where Y Is the highest letter 

in 81YB2, Y is In CL. 

Note that C. c n  for each 1. 

We define the height of a context free letter X to be the least 1 such 

that X Is in C,. 
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For each context free letter X we define the term tree of X inductively 

as follows.    If X is an external letter, then a tree of X is a labeled production 

graph with a single node labeled X.    Once we have defined the trees of X for 

all X of height at most n, we extend the definition to letters of height n + 1 

as follows.    Let X be a context free letter of height n ■♦■ 1 and let X - CLYW 

be a production of G where Y is the highest letter of ^Y'v«, and Y is not in a.. 

Then Y is context free of height at most n.    Let p be a node and let o^qa^ be 

a string of nodes such that rp(p) ■ X,  ^(a,) ■ (t., fp(q) ■ Y, fo(a?) " o^.    Let T 

be a tree of Y with Initial string q and no other nodes in common with 

(p,c7.qCT?).    (Trees of X are production graphs, of course.)    Then 

(/"(P^qcrg))^) ♦ T is a tree of X. 

It is clear that If p is a node of a complete G-graph T with rp(p) ■ X, 

where X is a context free letter, then p is the initial node of a subgraph of 

T, which is a tree of X.    For all of the necessary productions are there, and 

p is a string of T. 

Let us call a letter context bound if it is not context free. 

There exists a context bound nonsplitting production a - B such that some 

letter in 3 is context free.    For,  suppose there were no such production.    Vfe 

will show that, given any context bound letter X, there exists another context 

bound letter Y   that  is higher than X.    Either X belongs to a context bound 

production Q-Xou -• ß,  in which case the highest letter Y of ß is higher than X 

and by hypothesis context bound,  or else there is a production X -• B in which 

the highest letter Y of B, again higher than X,  is context bound.    Hence G 

could not contain any context bound letter lest there be an infinite ascending 



1 

16 January 196? 50 IM-? 38/030/00 

sequence of letters. Impossible In a partial ordering on a finite set. But G 

does contain a context bourxi letter because* 1.(0) is positive,and therefore 

there is at least one context bound nonsplitting production a -• 0, "nd our 

hypothesis has It that the highest letter in 8 is context bound. Hence the 

hypothesis is false. 

That is, G has a nonsplitting production 

* - ye,,, 
where !or| > 1, X is not in ß , and X is context free. 

Let VT>««.,Yk be the set of all terminal words of trees of X. Note that 

all the v. are distinct even though two incongruent trees of X may have the 

same terminal word. 

We define the grammar H to be Just like G except that H lacks the 

production a -*  S-XBp and has Instead all the productions 

flr -*  MjPg, 1 i 1 ^ k. 

Each v., contains an external letter, so each production a - 0, y., 0p is a 

splitting production, hence contributes nothing to 1,(11). Of ■* MCBp contributes 

at least 1 to 1.(0) and is absent frcm H. Iterefore 1.(1) < 1,(0). 

Let T ■ (*,u) be a G-graph. Let T, - (^,,0) be a subgraph of T. Call T, 

a removable subgraph of T if T, ■ (a,T.pT.) ♦ t where T. is a tree of X with 

initial node p, cp(cr) - a, CP(T1) « 0., cp(p) - X, (p(0 ■ 02. We are Interested 

in forming an H-graph by replacing all removable subgraphs by productions, so, 

recalling 2.1.21, we are interested in the separability of two distinct 

removable subgraphs. 
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To establish this separability, we need to show that for every context 

free letter Y, two distinct trees of Y which are subgraphs of T have no 

productions in conmon. We proceed by induction on the height of Y. If Y has 

height 0, then Y is an external letter, hence no tree of Y has any productions 

at all, so the assertion holds in this case. Suppose the assertion holds for 

heights at most n, and let Y have height n ■♦• 1. Let T. and Tp be trees of Y 

and subgraphs of T. Let T, ■ (p-^a^q^cO + U. where U, has initial node q. 

and is a tree of cpCq,). Let T2 • i'Pp^p'h0^ *  U2 wbere U2 ha8 illitial node 

q^ and is a tree of cpCq^). If the initial productions of T, and Tp are the 

same tuen q, • q^,because these nodes correspond to the leftmost occurrence of 

the highest letter of the word. If coCq,) has ndght 0, then U, and Up have no 

productions, in which case T, - Tp. If cpCq,) has positive height, then 0, and 

Up have Initial productions with q. in the first string of each. Since T can 

have only one production with q, in its first string (2.1.2), by inductive 

hypothesis U. and Up are identical. Hence T, and Tp are Identical. 

Suppose the initial production of T. is in U, To remove this possibility, 

let us show that if V Is a tree of a context free letter Z and (p,a) is a 

noninitial production of V, then cp(p) has height less than the height of Z. 

The case of height 0 is trivial, and if the assertion holds for heights up to n, 

and Z has height n •♦• l, then V ■ (q,T) 4 v' where v' is a tree of a letter z' 

of smaller height than Z. (p.o) is either the initial production of v', in 

which case cp(p) - Z has smaller height than Z, or else (p,a) is a noninitial 

production of V , in which case cp(p) has smaller height than Z', hence smaller 

height than Z. Thus if the initial production of T, is in Up, we are forced to 
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the concluflion that Y has smaller height than Y. For the same reason, the 

Initial production of Tp Is not In 11. 

With these facts in mind, suppose (P,CT) is a production belonging to both 

T, and Tp, with cp(p) having the largest possible height consistent with thif, 

property. (p,a) is not the initial production of either T. or T ,    Hence T, 

contains a production (p ,a ) with p in a and cp(p ) of greater height than 

f£)(p). But p cannot appear in the second strings of two distinct productions, 

so Tp must also have the production (p^c ). This contradicts the maxlrial 

choice of 'p(p)« 

We conclude that two trees of Y, subgraphs of T, are either identical or 

share no productions. 

Now we can show that two distinct removable subgraphs have no productions 

in common. Let T, and Tp be removable subgraphs of T. We can say 

Tl ' ^al,TlPlTP + "]_ and T2 - in^r^P^)  •»■ U2 

where -p^) - fn(a2) - a, -^(T^) - cp(Tp) - B^ cp(p1) - CD(P2) - X, 

cp(0 " cp(Tp) ■ B , and ÖL and Up eure trees of X with initial nodes p and Pp 

respectively.  If p^. - Pp, then U. and V   must have the same initial production, 

since there is only one production with p, in its first string. Hence U and 

Up are identical by the assertion proved previously. Also, if p1 ■ Pp, since 

p, can be in the second string of only one production, 

CTl,TlplV " l0^' « 2'' 
üerefore to have T, and Tp distinct,we need p1 ^ Pp. 

(c,, x/p.T*) ^ (^p^TpFp1"^) because p. eukl Pp eure required to correspond to 

the leftmost occurrence of X in cpCr'p T") and cpCr^PpT*) respectively, so that 
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the equality of the two strings would entail p. « p«. Neither Initial produc- 

tion of one Is a nonlnltial production of the other, for both Initial productions 

are context bound and all nonlnltial productions are context free. U. and Up 

are distinct trees of X and therefore have no productions in conmon. Therefore 

T, and T_ have no productions in conmon. 

T, has initial string a. and Just one initial production (^^/Pi Tp)^ 

hence no initial node of T, is terminal. Similarly, no initial node of T2 is 

terminal, and T2 has only one Initial production. Therefore, by 2,1,22, 

T, and T2 are separable. 

Now in a complete G-graph,every production (a,T) with label a -  ÖjXBp 

must belong to a removable subgraph, because the node labeled X must be the 

initial node of a tree of X, as noted earlier, and a is a string of T by 2,1,18, 

Therefore if we replace all the removable subgraphs with productions of H, we 

will have an H-graph. 

More precisely, let T,,,,.,Tk be all the removable subgraphs of T, with 

initial strings a,,.,.,a. and terminal strings T-,•••,T.. For each J the 

terminal word of T. is CP(T.) - &. y, Bp' Let ^ production graph U. oe 

{{ia*t*»)ho*)»    Each U, is an H-graph, for tha only production label :.n U. is 

or •* 8, Yj Bp* No u< k*8 any nonlnltial nonterminal nodes, so the U. contain 

no nonlnltial nonterminal nodes in common with each other or with T, Therefore 

T,,..., T. are replaceable by U., • • • /U. in T, 

Denote by F(T) the graph formed by replacing T,, .,,,T. with U., ,,,,11 in T, 

By 2,1,16 and 2,1,21, F(T) has the same initial and terminal strings as T, 

and by definition its labeling agrees with that of T on the initial and terminal 
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nodes. Hence F(T) has the sane initial and terminal words as T. F(T) is an 

U-graph. 

We note in passing that this shows that L(G) CL(H). 

Suppose h is a congruence defined on T. Let us show that F(h(T)) is 

congruent to F(T). h(T,), ...,h(Tk) are all the removable subgraphs of h(l , 

their initial strings are h(a,), ...,h(ak) respectively, and their terminal 

strings are h(T ),,..,h(T ) respectively. Clearly ([(a.,T )],o.) is congruent 

to (f(h(a.),h(T ))},h(a.)). That is, U is congruent to h(U ). F(h(T)) is the 

graph formed by replacing hCT,), ...,h(T. ) by h(U1), ...,h(U ) in h(T). Vfe have 

the situation described in 2.2.3. Therefore F(T) IS congruent to F(h(T)). 

Conversely, let T be a complete H-graph. Let (CJ.^T ),..., (a. ,T) be all 

of the productions of T having labels of the form 01 •*  B.Yjßp. That is, 

cp(cT.) ■ cr, f;(T.) ■ B, YJ BO* 
For eac^1 J construct the graph 

J      J 

Tj'(f(aj'p/jqjpj)]'CTj) +V 
where 'o{o\)  - 1^, tp(q.) - X, (pCp") - 02, V. is a tree of X with initial string 

q., and terminal word y    . Moreover, we choose P,, P! and the terminal string 

of V. oo thut the terminal string of T. is T . We choose the rest of the nodes 

of the V, to be distinct from all the nodes of T and so that no two V. have 

nodes in common other than initial or terminal nodes. 

Any two productions (O.,T ) and (a.,T ), considered as subgraphs, are 

separable. 

Therefore (a.^T ),...,(a,;T ), considered as graphs, are replaceable by 

T,,...^T. in T. Let T' be the graph formed by the replacement of the former 

by the latter in T. T' is a O-graph becauae all production labels of the fort,; 

a - B-iYjBp have been removed, T' has the saoe initial and terminal words as T. 
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(PI) X - Bjb, 

(P2) or - cB2. 

The nonspllttln« productions of H are exactly the nonsplltting productions 

of G, so 1,(H) « 1,(0). The splitting productions of H are Just those of G 

except that H has a - cß- and X - B-b instead of Xa -  ^aBp. The length of 

X -• Bjb is 0, and the length of o- -• cBp is l^l - 1, \^iereas the length of 

X'v - B1ae2 is ]»].    Hence 12(H) < 12(G). 

Let V be the alphabet of G. Let 

R' = V* U (V* be V»)». 

That is, R is the set of all words on V U fb^c) such that b and c occur only 

in subwords be. Clearly R is regular. 

Let M be a sequential machine which replaces any Y ^ b,c by Y, and replaces 

be by a. Let 

R2 - M"
1(R1) OR'. 

M" (R1) is regular, as is proved in [5, p.l86], and it is well known that 

the intersection of two regular sets is regular. Hierefore R- is regular. 

We will use, merely as a notatlonal device, the graaanar H^ which is Just 

like H except that H has the production be -• a. We also define a graph U 

corresponding to the productions X -* B.b, a - cBp, be -• a. More precisely, 

U-Up^Vy), (a^r^), (VuV^VlP 

where ^(py) - X, du^)  - a,  cp(Tu) - ^ yiq^)  - b, cp(pu) - B2, toir^)  - c, 

TvB.,) aa. U is an H'-graph. 

I claim that if an H'-graph T such that b and c do not occur in the Initial 

word of T has a production (qr,8) with cp(q) - b, «p(r) ■ c, tp(8) • a, then the 
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Let us note in passing that this shows Leu) CIL(G).    Therefore,  since we 

have the other inclusion, L(H) - L(G). 

T,,...,!,     re all of the removable subgraphs of T,  for the production 

label or - SJCSp can be in T    only by being in one of the T..    The T. have 

initial strings a. and terminal strings T .    Therefore it is clear that 

F(T/)  - T. 

Now let T,  and Tp be two ccmplete H-graphs with the same terminal word w 

where w is in R.    There exist two complete O-graphs, T.  and T2,with terminal 

word w, such that F(T') - T,   and Fill) ■ T«.    If G is unambiguous modxao R,then 

T/ and Tp mvust be congruent.    We have seen that this implies that FCT.) is congruent 

to FCTp. 
This establishes  (iii) and finishes the proof. 

PROPOSITION 3*5•    Let G be a context limited grammar.    Let 12(G) > 0.    Let R1 

be a regular set.    There exists a context limited grammar H,  a sequential 

machine  [3, p»93] M,and a regular set Rp satisfying the following: 

(i)    L(G) 0 R1 - M(L(H) H R2). 

(ii)    If G is unambiguous modulo Rv then H is unambiguous modulo Rp. 

(iii)     If G is unambiguous modulo R,, then M is one-to-one on 

L(H) n R2, 

(iv)    ^(H) - l^G) and 12(H) < 12(G). 

Proof.    Since 12(G) > 0,  G has a splitting production Xa - &,aB2 where a is 

an external letter and   lor] > 0. 

Let b and c be letters not in the alphabet of G. Let H be exactly like G 

except that H has b and c in its external alphabet, and H lacks the production 

Xcr -• ß-jaSp and has instead the productions 
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production (qr,B) belongs to one and only one subgraph of T which Is congruent 

to U. For, q cannot be an Initial node of T, so q must be in the second string 

of some production of T. Such a production must have the form (p,Tq) with 

■.p(p) ■ X, CP(T) • 0 . Similarly, there rauat be a production (a,rp) with 

cp(a) - or, cp(p) • Bg.  Now 

\  - (f(p,Tq)i (a^ro), (qr,8)),pa) 

is a labeled graph congruent to U. We could not find another such congruent 

image of U lest p or q appear in the second strings of two distinct productions 

of T. T, is a subgraph of T provided its terminal string rsp is a string of T 

(2.1tl5). Tq, r?,  and qr are strings of T because they are strings of 

productions of T, hence by two applications of 2.1,9 we learn that rqrc is a 

string of T.  (qr,s) being a production, rsp must also be a string of T, hence 

T, is a subgraph of T. 

Also, if T- is a congruent image of U and a subgraph of T, and if T0  is 

distinct from T., then T. and T2 are separable. To see this, let V be the 

smallest initial subgrapb of T cc taining all the productions of T .  (For 

the existence of V, see 2.1.17») Then the terminal productions of V are Just 

the terminal productions of T,. Now all the productions of T, are terminal 

in T . Therefore the terminal productions of V are Just the productions of T . 

Removing Just these productions yields the initial subgraph of T, which 1« 

called V - T.. Now T. and Tp have no productions in ccnmon. For, if they did, 

then either q or r would have to be a node of Tp, since every production of T, 

contains either q or r. So Tp, being congruent to U, would have to contain a 

production with q or r in the first string. There is only one such production 
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In T, namely (qr^s). We have already seen that T, 1B the only subgraph of T 

congruent to U which contains (qi^s), and therefore JL and T?  have no produc- 

tions In cannon. Therefore^ either V - T. contains all the productions of Tp, 

or none of them. In the fo^TKr case, V - T. establishes the asserted 

separability; in the latter case, V establishes it. 

Let T' be an H'-graph, where b and c occur neither in the initial nor in 

the terminal word of T'. Let ^,...,1. be all the subgraphs of T7 which are 

congruent to U. If (a,T) is a production of T and cp(a) -• cr)(T) is not in G, 

then (cr, T) must belong to one of the T.. For, if n(a) -♦ CP(T) is not in G, 

then ^(a) or CP(T) contains b or c. If, for example, T ■ T q with (p(q) ■ E^ 

then, since b is not In the terminal word of T , there must be a production 

(qr,s) with cp(r) ■ c, (O{B)  ■ a.  (qr,s) belongs to exactly one of the T., and 

that T. contains a production with q occurring in the secona string. Since 

there is only one production with q in its second string, ^a,r'q) ■ (a,T) must 

be in T . The other cases are similar. 

then It follows that if we replace T,,...,!,   by G-graphs 11,...,U,   in T , 

the resulting graph will be a 0-graph.    Letting a. and T   be respectively the 

initial and terminal strings of T.  for each 1, then U.   ■ ({a1,T )},a.)  is a 

G-graph for each 1, for the only production label of U.   is a •* ^aßp.    The 

graph formed by replacing T.,...,!.   by 11,.#.,11   in T' (2.1.21) is a G-graph 

with the same initial and terminal words as T'.    Call this G-graph F'{T'). 

Conversely,  given a G-graph T we can construct an H -graph T    such that 

T » F'CT')»    For, let (a1,T1),...,(a.,T ) be all the productions of T such that 

0(0.) ■ Xa, CD(T ) ■ ß^aß-.    These productions, considered as graphs, constitute 
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separable subgraphs of T, that Is (a.,T ) and ia,tx.)  considered as graphs are 

separable If 1 ^ J. With the usual precautions about distinctness of new nodes, 

we construct graphs T , ...,T all congruent to U, where each T has Initial 

string a.  and terminal string T . The graph formed by replacing 

(a1>T1),...,(ak>Tl£) by T,,...,!^ In T Is an fl'-graph T
7. The only subgraphs 

of T' congruent to U are T,,...,^ . T' has, by 2.1.21, the same Initial and 

terminal words as T, hence T contains neither b nor c In Its Initial or 

terminal word, because b and c are not In the alphabet of G. It Is clear by 

inspection of the construction of F' that F'CT') - T. By 2,2.3, 

It is clear from this construction that If F'CT*) IS also T, then T* Is 

congruent to T'. 

From this It follows that LCH') - L(0). 

Suppose that G Is unambiguous modulo the regular set R, . Then H' IS 

unambiguous modulo R,. For, suppose T, and Tp are two H'-graphs with the 

same terminal word w where w Is In R,, and where b and c do not occur In the 

Initial or terminal word of either. If F^T,) Is congruent to F'CTp), then T, 

Is congruent to T-. If T. and T« are complete H'-graphs, then F (T,) and 

F'{T2)  are complete G-graphs and hence must be congruent. Therefore H' IS 

unambiguous modulo R.. 

Now let us show that L(H') - M(L(H) D R'). Let T be an H-graph with 

terminal word In R'. There exist k disjoint terminal subwords Pi ^ • • •^K
<lk 

with cp(p ) ■ b, rpCq.) ■ c for each 1, and such that any node r with cp(r) - b,c 

Is one of the p, or q.. T Is an H'-graph, and If we adjoin new nodes 

r,,...,rk, new productions (p.q^r.), such that (p(r.) ■ a, the resulting graph 
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T' is an H'-graph. Define T' - F(T). If the terminal word of T is w, then the 

terminal word of T' is M(w). Thus M(L(H) 0 R') CLCH'). Conversely, any 

H -graph without b,c in the terminal ward contains k a 0 terminal productions 

(P1<l1*r1),...,(pkqk,rk) with tp(pi) - b, co(qi) - c, vir^  - a. Deleting these 

productions gives an H-graph with terminal word w in R', and M(w) is the 

terminal word of T7. SO LCH') - M(L(H) OR'). 

Now we can verify (i). L(o) 0 R1 - M(L(H) 0 R') 0 R . If a word w is in 

M(L(H) 0 R2),then w - M(v) for some v in L(H) fl Rg. L(H) 0 R2 - L(H) H M"
1(R1)n R', 

so M(v) • w is In R^    v is also in 1(H) H R' SO M(V) is in M(L(H) OR'), Thus 

w is in M(L(E) 0 R') 0 R^    Conversely, if w is in M(L(H) n R') n R^ then 

w - M(v) for some v In L(H) OR', Since M(v) is in R^  v is also in iT (■.)• 

So v is in L(H) 0 R' n Rl » L(H) 0 R . So M(v) - w is in M(L(H) H R2). Thus 

M(L(H) OR') 0 R^^ » M(L(H) fl R2), and this with the previous relation implies 

L(G) n R1 - M(L(H) n R2). 

To verify (ii), we already know that if G is unambiguous modulo R.., then 

so is H'. We want to conclude that H is unambiguous modulo M~ (R ) n K'. Let 

T, suad Tg be complete H-graphs ith the same tennlnal word w wbere w is in R 

and M(w) is in R,. F(T1) and  F(T2) are complete H'-graphs, each with terminal 

word M(w). Since H' is unambiguous modulo R,, F^T.)  is congruent to F(T2). 

But T, and  T2 are formed from FCT,) and F(T2) respectively by deleting 

productions that correspond in the congruence. Therefore T is congruent to 

Tp. Therefore His unambiguous modulo Rp. 

To verify (iii), suppose 0 is unambiguous modulo R,, and let w and w 

be two words in L(H) n R . We want to prove that MCw.) ^ M(w2) if w. ^ w2. 
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Let T, and  T? be complete H-graphs with terminal words w, and w respectively. 

Then ?(?,) and F(Tp) are complete H -graphs with terminal words M(w.) and M(w2) 

respectively. Since w. and w0 arc In Rp - M'^vR,) H R', Mfw.) and M(w2) are 

in R,. If MCW.) - M(w ), then by the unamblgulty modulo R, of H', FCT,) IS 

congruent to F(Tp). Vfe noted before that this entails T. being congnjent to Tp. 

But that would require w. ■ w«. Therefore M Is one-to-one on L(H) 0 Rp. 

This finishes the proof. 

PROPOSITION 3.6. Let G be a context limited grammar and R a regular set. Iben 

ICG) 0 R Is a context free language. Moreover, If G Is unambiguous modulo R, 

then ICG) OR Is unambiguous as a context free language. 

Proof. Suppose there Is a counterexample. Let x be the smallest integer for 

which there is a counterexample G' such that |_(0 ) • x. Let y be the smallest 

integer for which there is a counterexample G with 1,(0) ■ x and 12(G) ■ y. 

Suppose y > 0. Let R be a regular set. G and R satisfy the hypothesis 

of 3.5. So let M, H and R0 be as in the conclusion of 3,5, Then lp(H) < y 

and L^H) « x, so L(H) H R2 is a context free language. Sequential machine 

mappings preserve context freedcm [5, p.l84j, so M(L(H) 0 R ) is context free. 

Thus L(G) H R is a context free language. If G is unambiguous modulo R , 

then H is unambiguous modulo Rp. Again, because H satisfies the present 

proposition, L(H) D R2 is an unambiguous context free language. Moreover, M 

is one-to-one on L(H) fl R , so that M produces an unambiguous iiÄge of 

L(H) n R2 [6, Theorem 1J. So Leo) D R^  is unambiguous. But this would mean 

that G ia not a counterexample. Iherefore y ■ 0, 
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Suppose x > 0. Let R be a regular set. G satisfies the hypothesis of 

3.4. Let H be as In the conclusion of 3,4. Then l*(l) < x. So Leu) 0 R is a 

context free language. But L(H) ■ L(G)> SO L(G) H R is a context free language. 

Moreover, if G is unambiguous modulo R, then H is unambiguous modulo R, and 

since H is not a counterexample, L(H) ^ R must be unambiguous, i.e., L(G) H R 

is unambiguous, and we have contradicted the assumption that G is a counterexample, 

Therefore x and y are both 0. But this means that G is already a context 

free grummar, hence L(G) 0 R is a context free language for every regular set R, 

for intersection with regular sets preserves context freedom [l, p.l7l]. By 

3,3, if G iü unambiguous modulo R, then L(G) H R is unambiguous. Again 

we have to deny that G is a counterexample, so there must not be any 

co .mterexamples, 

Letting R - E» where E is the external alphabet of G, we have Immediately 

fron 3,6, 3.1, and 2,2.4: 

THECREM 1, The context limited languages are (disregarding e) Just the coutext 

free languages, 

THECREM 2, The unambiguous context ] United languages are (di sre gar ding e) 

Just the unambiguous context free lang-^ses. 
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